Abstract

Complex code bases with several layers of abstractions have abundant inefficiencies that affect the execution time. Value redundancy is a kind of inefficiency where the same values are repeatedly computed, stored, or retrieved over the course of execution. Not all redundancies can be easily detected or eliminated with compiler optimization passes due to the inherent limitations of the static analysis.

Microscopic observation of whole executions at instruction- and operand-level granularity breaks down abstractions and helps recognize redundancies that masquerade in complex programs. We have developed REDSPY—a fine-grained profiler to pinpoint and quantify redundant operations in program executions. Value redundancy may happen over time at same locations or in adjacent locations, and thus it has temporal and spatial locality. REDSPY identifies both temporal and spatial value locality. Furthermore, REDSPY is capable of identifying values that are approximately the same, enabling optimization opportunities in HPC codes that often use floating point computations. REDSPY provides intuitive optimization guidance by apportioning redundancies to their provenance—source lines and execution calling contexts. REDSPY pinpointed dramatically high volume of redundancies in programs that were optimization targets for decades, such as SPEC CPU2006 suite, Rodinia benchmark, and NWChem—a production computational chemistry code. Guided by REDSPY, we were able to eliminate redundancies that resulted in significant speedups.

Categories and Subject Descriptors C.4 [Performance of systems]: Measurement techniques, Performance attributes

Keywords Value profiling, redundancy detection and elimination, approximate computing, performance tools, Pin, CCTLib.

1. Introduction

Production software systems, including HPC applications, have become increasingly complex since they employ sophisticated flow of control and a hierarchy of component libraries. This complexity often introduces inefficiencies in the software stacks, which prevent applications from achieving the “bare-metal” performance. The inefficiencies can manifest as expensive re-computation of already computed values, unnecessary computation, unnecessary data movement, and excessive synchronization, among others. Inefficiencies can arise from developers’ inattention to performance, suboptimal implementation choice, suboptimal code generation, inappropriate choice of algorithms, among others. In this paper, we focus on wasteful computations and wasteful data movement, which we refer to as “redundancy”. The term “redundancy” should not be misinterpreted as “resiliency” for fault-tolerance.

Optimizing compilers are adept at eliminating redundant operations by techniques such as common subexpression elimination [18], value numbering [41], constant propagation [47], among others. However, they have a myopic view of the program, which limits their analysis to a small scope—individual functions or files. Link-time optimization [21, 27] can offer better visibility; however, the analysis is still conservative. Layers of abstractions, dynamically loaded libraries, multi-lingual components, aggregate types, aliasing, sophisticated flows of control, and combinatorial explosion of execution paths make it practically impossible for compilers to obtain a holistic view of an application to apply its optimizations. Thus, compilers often fail to eliminate many kinds of inefficiencies.

Orthogonal to static analysis is the coarse-grained runtime profiling that identifies program hot spots. Performance analysis tools such as HPCToolkit [6], VTune [5], gprof [22], OProfile [31], and CrayPAT [19] monitor code execution to identify hot code regions, idle CPU cycles, arithmetic intensity, and cache misses, among others. These tools can recognize the utilization (saturation or underutilization) of hardware resources, but they cannot inform whether a resource is being used in a fruitful manner that contributes to the overall efficiency of a program. For example, none of the aforementioned profilers can identify if computing the exponential of a loop invariant number inside a loop is a wasteful use
of the floating-point unit. They may, in fact, mislead us by
acclaiming such loop with a high IPC (instructions executed
per cycle) metric.

The solution to the limitations of static compiler analysis
and coarse-grained profiling is a less commonly em-
ployed paradigm of fine-grained program monitoring. Un-
like coarse-grained profilers, fine-grained analysis involves
microscopic monitoring of each dynamic instruction, its
operands, memory accesses, and runtime values. A key ad-
vantage of microscopic program-wide monitoring is that it
can identify redundancies notwithstanding user-level pro-
gram abstractions. Furthermore, as identified in prior work [14,
48] and demonstrated in our case studies in §7, various forms
of program inefficiencies—e.g., suboptimal implementation
choice and poor algorithmic choice—often manifest as re-
dundant operations. Hence, runtime tracking different forms
of redundancies offers visibility into program inefficiencies
and hence offers new avenues to tune codes.

The classical value profiling [12, 13, 20, 45] has focused
on identifying frequently occurring values at different pro-
gram granularities such as functions, basic blocks, and in-
structions. While this classical approach helps identify a unit
of code with potential for data or branch speculation, the
approach does not render itself useful in identifying redund-
ancies in execution—e.g., the value keeps changing unpre-
dictably, but it is same as the one generated elsewhere in the
program. For example, in Listing 1, the value of A[i] keeps
changing and has no predictability. However, there is a re-
dundancy between line 3 and line 7, which write the same
value to A[i]. Existing fine-grained profilers [14, 48] do not
detect this redundancy. DeadSpy [14], which tracks accesses
to every memory location, cannot recognize the redundancy
between line 3 and line 7 because of an intervening “load”
of the location A[i]. RVN [48], which assigns unique values
to computations analogous to value numbering [9], assigns
different values to the computations on line 3 and line 7 and
hence fails to recognize the redundancy in this case.

Our work distinguishes from prior value profiling efforts
by focusing on how a location often gets overwritten with
the same (or approximately the same) value, regardless of
the instructions involved in the computation. We classify
value locality into two kinds: temporal and spatial. Temporal
value locality indicates that the same value overwrites the
same storage location; spatial value locality indicates that the
nearby storage locations share a common value.

One can exploit value locality to eliminate redundant
computations and tune performance. Redundancy arising
from temporal value locality can be eliminated by remove-
ning redundant computations and redundant data movements.
Redundancy arising from spatial value locality can be elimi-
nated by memorization [38]—remember the value computed
with a storage location and reuse it if the same computation
is performed on an adjacent location. Not all redundancies
seen in an execution need be eliminated. In our experience,
a high fraction of redundancy demands an investigation and
often yields a path to code tuning. Value locality is often a
symptom of some kinds of redundancy; we use the terms
value locality and redundancy interchangeably in this paper.

The definition of both kinds of value locality can be re-
laxed from the same value to approximately the same value
if approximate computation results can be tolerated. Samadi
et al. [42] pointed out that approximate results by reusing
similar values can significantly save computation operations,
yielding more than a 2.5× speedup with tolerable accuracy
loss. Thus, exploiting value locality shows promising per-
formance gains by eliminating redundancies or approximating
computations. However, this technique is overlooked by
optimizing compilers; similarly, none of the existing coarse-
grained or fine-grained profilers recognize the potential for
approximate computations.

Value locality pervasively exists in several code bases,
which opens a wide avenue for performance tuning. Table 2
summarizes the maximum redundancies we observed in
each of SPEC CPU2006 integer and floating-point reference
benchmarks, Rodinia suite, MineBench, and NWChem. Re-
dundancies in loads, stores, and computations can be as high
as 39%, 79%, and 82%, respectively.

In this paper, we propose REDSPY, a fine-grained pro-
filer to pinpoint and quantify value locality (exact and ap-
proximate) in executions. REDSPY works on fully optimized
binary executables and instruments instructions with Intel
Pin [34]. REDSPY attributes each redundancy instance to its
provenance—a pair of instructions (one generating the old
value and one re-generating the same value), their source
lines along with their calling contexts. REDSPY presents
the context pairs in the order of frequency of redundancies to
easy investigating top inefficiencies. Guided by REDSPY,
we are able to eliminate redundant operations in critical code
bases and achieve speedups as high as 2.2×. We also show
our optimizations are architecture independent and demon-
strate their benefits on multiple processor architectures and
compilers.

We make the following contributions in this paper:

• We develop a tool (REDSPY) to pinpoint redundancies
  arising from the temporal and spatial locality of values
  including the potential for approximate computing.

Listing 1: Redundancy not detected by classic value profiling [12,
13, 20, 45], DeadSpy [14], and RVN [48].
• We develop techniques that provide rich performance insights, which include metrics and provenance of redundancies that serve to focus on tuning code regions involved in high redundancies.

• We demonstrate significant speedups in important code bases by exploiting value locality identified by REDSPY.

• We tackle important implementation challenges related to aliasing, SIMD, and floating-point registers. We build a practical tool that ensures moderate profiling overhead. REDSPY is open sourced [1].

We organize the rest of the paper as follows: §2 reviews existing work and distinguishes REDSPY’s approaches. §3 overviews the methodology adopted by REDSPY. §4 elaborates on the detection mechanisms of temporal and spatial value locality. §5 details REDSPY’s recording and reporting strategies for intuitive analysis. §6 empirically evaluates REDSPY for detected redundancies and its overhead. §7 explores several important code bases where we apply optimizations guided by the insights from REDSPY. Finally, §8 presents some conclusions and previews some future work.

2. Related Work

We review the related work from two aspects. §2.1 reviews existing value profilers. §2.2 shows other approaches on eliminating redundant operations.

2.1 Traditional Value Profiling

Lipasti et al. [32, 33] proposed value locality and exploited it in a hardware extension—the value prediction unit. Their work was concerned with same instruction frequently loading the same value from memory and producing same value into a register. Lepak and Lipasti [29] introduced the concept of “silent stores”—stores that overwrite the value already existing in memory. Silent stores do not change the system state. They developed a hardware mechanism to “squash” silent stores by converting every store instruction into a three-operation sequence—a load, a comparison, and a conditional store (if the store is not silent). Their scheme resulted in 33% reduction in cache line write-back, and 6.3% speedup on average. In a follow-up work [30], the same authors repurposed the data-cache Error Checking and Correcting (ECC) code’s hardware logic, which allowed them to avoid a potentially expensive load operation introduced in the earlier scheme. Furthermore, they proposed exploiting idle cache read ports for store verification. The two new techniques in conjunction could detect more than 90% of silent stores.

There are more hardware approaches. Miguel et al. [36, 37] proposed hardware extensions to identify approximate load values; Yazdanbakhsh et al. proposed RFVFP [49], a hardware approach to exploit approximate computation.

Our work differs from all these hardware-based approaches in the following ways: first, REDSPY is a pure software tool and does not need any hardware changes; second, REDSPY detects redundancies not only in loads and stores (cache or memory) but also in computations performed in processor registers and any combination of these and allows approximation in each case; third, while the hardware approaches attempt to silently hide inefficiencies, REDSPY aims to highlight code regions causing inefficiencies to help developers tune their code, which can lead to higher speedups.

Bell et al. [8] explored silent stores with source code analysis and compiler optimization levels. Like us, they inferred that the root cause of silent stores is often algorithmic in nature.

Calder et al. [12, 13, 20] proposed probably the first value profiler on DEC Alpha processors. They instrument the program code and record top N values to pinpoint invariant or semi-invariant variables stored in registers or memory locations. A variant of this value profiler is proposed in a later research [45]. Unlike REDSPY, their approach (1) does not identify spatial and approximate redundancies, (2) does not recognize redundancies when the value changes in the same storage location, and (3) does not provide calling context of instructions that have redundant values.

Muth et al. [39] proposed value profiling for code specialization. Their approach, however, identifies the redundant values in registers only. Oh et al. [40] automatically specialized loops in script programs based on patterns. They collected value profiles to identify static instructions that always produce the same value. Their approach cannot identify optimization opportunities for partially redundant values.

Chung et al. [16] developed a procedure-level value profiler, which identifies redundant values passed to the same function as parameters multiple times. Kamio and Masuhara [28] proposed a similar method-level value profiling in JAVA programs. These two approaches omit the redundancies that happen elsewhere, e.g., individual instructions or loops.

Burrows et al. [10] used hardware performance counters to sample values in Digital Continuous Profiling Infrastructure (DCPI) [7]. Their approach incurs low runtime overhead, but its sampling technique captures only the currently occurring value. It cannot identify redundancies since it does not maintain a history of values in a storage location.

Henry et al. proposed MAQAV PPROF [23], which profiles values in high-performance computing code bases. VPRAO monitors hot loops or functions and captures the frequencies of each value computed. However, VPRAO requires extensive manual effort. VPRAO does not capture calling contexts of redundant function calls. VPRAO works only at function-level granularity, which is coarse-grained.

Unlike existing value profilers, REDSPY has four distinct features. First, REDSPY is the only value profiler that tracks the history of values occurring in a storage location, which allows it to recognize value redundancy. Second, it identifies
and exploits both temporal and spatial value locality. Third, it provides rich information including calling contexts and redundancy metrics associated with program source code. Fourth, REDSPY not only identifies redundant computations but also explores opportunities for approximate computing.

### 2.2 Other Redundancy Optimization Techniques

Compilers employ a variety of techniques, e.g., value numbering, constant propagation, and partial redundancy elimination, to eliminate redundant operations. Elaborating these compiler techniques is outside the scope of this paper. Beyond these classical compiler techniques, there exist many static analysis techniques [17, 18, 24, 35] to identify redundant computations. However, these static approaches suffer from limitations related to aliasing, optimization scope, and insensitivity to execution contexts. In this section, we only review profiling techniques beyond value profiling.

Chabbi and Mellor-Crummey [14] developed DeadSpy to identify execution-wide dead stores. DeadSpy tracks every memory operation to pinpoint a store operation that is not loaded before a subsequent store to the same location. They associate pairs of instructions involved in a “dead write” with their calling contexts and source code locations to guide manual program optimizations. DeadSpy is value agnostic. Unlike DeadSpy, REDSPY detects redundancies arising in computations (registers) and data movement (memory) operations.

Butts et al. [11] developed a hardware-based method to track CPU-bound operations and identify useless computations in a program. They do not provide detailed feedback for optimization. In contrast, REDSPY uses a software method to monitor memory operations and provides rich optimization guidance.

Wen et al. [48] developed a runtime value numbering tool (RVN), which assigns symbolic values to dynamic instructions and identifies redundancies on the fly. RVN effectively performs symbolic equivalence at runtime but does not inspect actual runtime-generated values. Hence, RVN misses out on certain opportunities that REDSPY can detect by explicitly inspecting values generated at runtime. Furthermore, RVN essentially performs a tracing of instructions and incurs heavy space and time overheads, whereas REDSPY performs profiling and hence incurs much less space and time overheads.

### 3. Methodology

At a high level, REDSPY tracks values present in every storage location (registers and memory) and checks if a newly generated value is same as the one that already existed at the same storage location. We relax the “same location” to “nearby locations” and ‘same value” to “approximately same” values. REDSPY uses Intel’s Pin dynamic-instrumentation framework [34] to instrument binaries for runtime value tracking.

Listing 2 shows an example with temporal value locality. The values assigned to v1 at line 4 and 7 are the same because of the identity $a \times a - b \times b = (a - b) \times (a + b)$. Thus, the value of v1 shows temporal locality, resulting in redundant computations at line 5-7. To identify temporal value locality, REDSPY inspects the value(s) generated by each instruction instance, whether computations or data movement and compares the previous value at the target location(s), whether memory or register, with the newly generated value. If the two values are the same, then REDSPY flags such operation pairs as redundant. On each instance of redundancy, REDSPY records the pair <previous calling context, current calling context> into a table of redundancies. Associated with each context pair is a frequency metric that records how often the same pair produces redundant values. We describe the details of our metric later in this section. The context pairs with high frequencies are the targets of optimization.

Relaxing the logic to detect approximation is conceptually straightforward: instead of bitwise equivalence, REDSPY checks if the old and new values are within a threshold percentage difference. REDSPY applies the approximation only for floating-point computations since integer values may have other semantic meanings in a program, e.g., branch decisions, switch tables, among others.

Challenges in identifying temporal value locality reside in handling complex instructions such as SIMD in modern architectures, handling registers with aliases (e.g., EAX vs. AX in x86), segregating floating-point computations from the rest, and maintaining a moderate runtime overhead of the analysis. §4.1 details the techniques to address these challenges.

Listing 3 shows spatial value locality, where values computed for $a[i]$ and $a[i + 1]$ ($i = 0, 2, 4, ...$) are always the same. Thus, the computation on $a[i + 1]$ at line 7 is always redundant. To identify spatial value locality, REDSPY investigates the values stored in a segment of memory, e.g., an array. After initialization or a series of intensive writes, REDSPY compares the values of adjacent memory elements. If most of these values are identical, then they exhibit the spatial locality. REDSPY also periodically checks register contents for the uniqueness of its values. Relaxing to value approximation is similar to that of temporal value locality, which checks whether the adjacent values are within a
threshold percentage difference. §4.2 offers more details of spatial value locality.

**Exploiting Value Locality.** REDSPY is a profiler, which only pinpoints locality. Exploiting value locality requires code transformation. If a redundancy is due to temporal value locality, one can remove the computation that repeatedly produces the same or similar values to the same storage location. If a redundancy is due to spatial value locality, one can reuse the computation result from one array element to other elements, as SPMD computation on different array elements is often the same. Redundancies captured at runtime may be input specific or input agnostic. The application developer needs to make the design choice on how to optimize the code. We show several examples of how we exploit value locality in our case studies in §7.

**Limitations:** First, REDSPY does not distinguish optimizable vs. non-optimizable value redundancies. REDSPY may have false positives where the values are accidentally identical. However, we easily filter accidental value collisions by attributing redundancies to the calling context pairs responsible for generating the last and current values. Thus, only those contexts that frequently lead to redundancies are optimization candidates. Only a handful of top contexts account for a vast majority of redundancy found in executions; it is not worth exploring contexts that contribute to a small fraction of the overall redundancy. Second, REDSPY detects only intra-thread redundancies. We can extend our analysis to detect inter-thread redundancies by introducing extra synchronization in REDSPY analysis routines for memory operations—required to ensure atomicity of analysis routines and application code.

4. Detection of Value Redundancies

4.1 Temporal Redundancy

Temporal redundancy may occur both in registers and memory. Our implementation differs based on whether the target location of an instruction is a register or the memory. For example, the target location of a load instruction is a register; the target location of a store instruction is the memory; the target location of a register-to-register computation is a register. Furthermore, x86 poses other complex scenarios since the target location of some computations can also be memory. We use the term “write” to mean generation of a new value either into a register or memory. For example, loading a value from memory into a register is a “register write”.

To flag an instance of a write as redundant, we need to instrument every instruction and analyze the newly written value immediately after the instruction execution. Intel’s Pin provides facilities to identify the register or effective memory address along with the size of the operation to its analysis routines and allows tools to instrument either before or after any instruction. An inspection of the target location performed immediately after an instruction would tell us the newly generated value at the target location. The challenge, however, is in knowing the previous value at the same location. There are two possibilities on how one can capture the previous value:

1. Option 1: Insert instrumentation before an instruction to capture the value just before the instruction execution and store it in a temporary buffer, or
2. Option 2: Record the last written value of every location into a “shadow” memory location.

Option 1 has relatively higher time overhead since it would instrument both before (IPOINT_BEFORE in Pin terminology) and after (IPOINT_AFTER in Pin terminology) an instruction but it has an O(1) space overhead. Option 2 has relatively lower time overhead since it would instrument only after an instruction, but it has O(N) space overhead where N is the number of unique storage bytes accessed in the program.

We use the best of both strategies. Since memory writes are relatively less frequent compared to register writes but the amount of addressable memory is very large, we use Option 1 when the target of a write is a memory location. Since register writes are very frequent, and the number of registers is much smaller, we use Option 2 when the target of a write is a register.

**Memory Temporal Redundancy.** As stated before, we insert instrumentation before and after a memory write operation to identify redundancies. A complication with this strategy is that for instructions that have the auto-increment/decrement [25] semantics, the effective address computed immediately after an instruction is not same as the one used by the instruction. To be precise, Pin’s IARG_MEMORYWRITE_EA argument to an analysis function when used with IPOINT_AFTER location computes the effective address after the instruction, not the effective address used by the instruction itself. Thus, our analysis routine executed after an instruction would get an incorrect effective address.

To make Option 1 work, we need to capture the effective address e and the value v' at e before an instruction’s execution into a buffer, say b. With this information, the analysis performed immediately after the instruction can compare the new value v at e with the previous value v' captured in b for the number of bytes that the instruction writes and flag redundancy if v == v' (v~v' for approximate computations).

A few rare instructions may update more than one memory location. To accommodate multi-memory location updates, we dedicate multiple buffers to remember the effective addresses and the old values. We dedicate eight such buffers. In our experience, we have never encountered any instruction updating more than four disjoint locations in the x86_64 architecture. The largest value written is 512 bytes in the fxsave instruction. Thus, the total buffer size for all
fields is \( \sim 4 \text{KB} \), which is much less compared to shadowing each byte.

**Register Temporal Redundancy.** As stated before, we insert instrumentation only after a register write operation to identify register-level redundancies. On most occasions, REDSPY used the lightweight IARG_REG_VALUE argument-passing technique in Pin, which presents the register value at runtime to an analysis function.

X86 architectures have aliased registers where different segments of a register can be accessed via different register names. For example, the register AL is the lower 8 bits of AX, AH is the higher 8 bits of AX, AX is the lower 16 bits of EAX, and EAX is the lower 32 bits of RAX. If an instruction updates AL, it affects the subsequent value read at AX, EAX, and RAX, but it does not affect the value read at AH. If an instruction updates AH, it affects the subsequent value read at AX, EAX, and RAX, but it does not affect the value read at AL. If an instruction updates AX, EAX, or RAX, it affects the subsequent values read at AL, AH, AX, EAX, and RAX.

To hold the previous values of registers, we dedicate shadow value registers equal in number to the physical registers on the target processor. We handle register aliasing by creating aliases in the shadow registers so as to mirror the exact aliasing present in the physical registers. For example, we maintain only one real shadow register shadow\(_{A}\) of 64 bits for the entire alias group AL, AH, AX, EAX, and RAX. The writes to AL, AX, EAX, and RAX simply result in different sized writes into shadow\(_{A}\). Writes to AH is a special case that writes to bits 8-15 of shadow\(_{A}\).

**Value Approximation in Temporal Redundancy.** To accommodate approximate redundancy, we relax the strict “equal to” operation to “approximately equal to” for floating-point operations. The approximation can be either ignoring a few lower-order bits or allowing a threshold percentage accuracy. We implement the threshold-based approximation and set the accuracy to be 99% in our evaluation. The threshold is a user tunable parameter.

On modern x86 processors, the floating-point operations can be performed either on the x87 coprocessor or via the SIMD engine. The x87 coprocessor uses an 80-bit extended precision representation whereas SIMD engines can work on either 32-bit single precision or 64-bit double precision quantities. REDSPY uses XED [26] to decode an instruction and classify it into an x87, single-precision, double-precision, or non-floating-point category.

If an instruction falls into the x87 category, we inspect the 80-bit registers that are the target of an x87 instruction. We check the higher 16 bits (sign bit and exponent) for exact equality and check the lower 64 bits (significand) to be within the threshold of accuracy. Unfortunately, Pin does not allow reading non-general-purpose registers with its lightweight IARG_REG_VALUE mechanism, hence REDSPY uses IARG_REG_CONST_REFERENCE to read the top of the x87 stack. A few x87 instructions operate on more than one register of the x87 coprocessor stack [25], which cannot even be read via IARG_REG_CONST_REFERENCE in Pin. In such situations, REDSPY resorts to using Pin’s heavyweight API PIN_GetContextRegval. Fortunately, the use of x87 instructions is rare on code-generated for modern x86,64 processors.

If an instruction is a SIMD single-precision or double-precision category, REDSPY fetches the generated 128-bit (XMM), 256-bit (YMM), or 512-bit (ZMM) values via Pin’s IARG_REG_CONST_REFERENCE argument passing. REDSPY, then compares the previously stored value with the current value. For efficiency, REDSPY uses SIMD for approximate equality comparison, which involves a SIMD subtraction followed by a SIMD division. Subsequently, REDSPY reports redundancies found in the constituent SIMD components separately.

All through, we optimize the instrumentation for the common case and accomplish all specialization with C++ template meta-programming and template specialization to produce minimal instrumentation code tailored for each kind of instruction. This scheme lowers runtime overhead.

**Metric of Temporal Redundancy.** REDSPY measures the volume of temporal redundancy in an execution as the fraction of bytes that are redundantly produced to the total bytes produced by the program. More specifically, if an instruction produces a value \( V \) of length \( N \) bytes at its target location \( L \) (whether memory or register) and if and only if the previous value \( V' \) at \( L \) was already \( V \), i.e., all \( N \) bytes match, then REDSPY treats the currently produced value as a temporal redundancy of \( N \) bytes. If fewer than \( N \) bytes match, then it is not considered as redundant. Intuitively, sub-write-size redundancy is not actionable by the programmer. Note, however, that the previous value \( V' \) of \( N \) bytes might have been generated by multiple shorter writes, a single write longer than \( N \), or more commonly a single write of \( N \) bytes.

A redundant computation is usually cheaper than a redundant data movement. Furthermore, the volume of data generated within registers is far more than the volume of data moved between CPUs and memory. Hence, we classify the redundancy into load redundancy, store redundancy, and register redundancy. REDSPY provisions for approximate computation by allowing new values generated in floating-point (FP) operations to approximately match the previously present values. REDSPY decomposes the redundancy into “precise” vs. “approximate”. The definitions below show how redundancy is decomposed into various categories:
Spatial Redundancy in Registers. For spatial register redundancy, REDSPY groups architectural registers into general-purpose, floating-point, and SIMD. At user-chosen hook points, REDSPY inspects each register group and computes redundancy in each group based on the uniqueness of the values.

Approximating Spatial Redundancy. We provision for approximation in spatial redundancies by relaxing our comparison to be within a threshold of accuracy from the base value (99% in our experiments). The user hook is responsible for informing whether to perform an approximate comparison for memory locations and SIMD registers; floating-point registers are always considered for approximate comparison.

5. Recording and Reporting Redundancy
In addition to identifying value redundancy, as a profiler, REDSPY needs to record the provenance of redundancies. Showing the source lines and full calling contexts of the previous write and the new write that overwrites it with (approximately) the same value offers detailed insights into diagnosing and understanding the causes of redundancies such as algorithmic and data structure choice. We have found calling context to be very useful, especially when redundancy manifests deep inside a common library (e.g., malloc) called from many call sites in a large code base. With this objective, REDSPY needs to capture the full calling context on each write operation so that it can be used when a redundancy may be detected subsequently. REDSPY uses CCTLib [15] for efficiently collecting calling contexts on every instruction and associates them with source code using the DWARF [2] information. REDSPY can query for the calling context for every monitored instruction instance and in return, it gets a four-byte ContextHandle from CCTLib.

Once a temporal redundancy happens, REDSPY records the pair of calling contexts involved in the redundancy. The pair has two 32-bit components—the calling context of the last write operation and the calling context of the current write operation. We maintain a hash table where the key is a 64-bit context pair and the value is the redundancy metric—bytes redundant in that context pair.

Attributing Memory-temporal Redundancies. REDSPY dedicates a shadow memory of four bytes for each memory byte the program touches and stores the current ContextHandle obtained from CCTLib in the shadow memory. REDSPY uses a previously developed efficient two-level page-table mapping strategy [14] to store and retrieve the ContextHandle in a constant time. If a memory write instruction is found to be redundant, REDSPY reports the context pair involved in the redundancy. With this logic, whenever a redundancy is found while writing n bytes to a memory address, say M, REDSPY can immediately fetch the n previous contexts from shadow[M:M+n-1] that caused

\[ R_{\text{prec}}^{\text{prec}} = \frac{\sum \text{non-FP bytes redundantly generated in registers}}{\sum \text{non-FP bytes computed in registers}} \]

\[ R_{\text{app}}^{\text{prec}} = \frac{\sum \text{FP bytes redundantly computed in registers}}{\sum \text{FP bytes computed in registers}} \]

Overall redundancy is:

\[ R_{\text{total}} = \frac{\sum \text{bytes of value redundantly generated}}{\sum \text{bytes of value generated}} \]

In addition to measuring the volume of redundant data, REDSPY also computes the fraction of instructions involved in redundant computations as below:

\[ R_{\text{ins}}^{\text{prec}} = \frac{\sum \text{Non-FP dynamic instructions generating redundant value}}{\sum \text{Dynamic instructions executed}} \]

\[ R_{\text{ins}}^{\text{app}} = \frac{\sum \text{FP dynamic instructions generating redundant value}}{\sum \text{Dynamic instructions executed}} \]

4.2 Spatial Redundancy
Spatial value redundancy ensues when same values appear in the neighborhood of storage locations. Spatial redundancy can also occur in memory or registers. Inspecting the neighborhood on each write, however, is extremely expensive and creates noisy results. Instead of automatically inspecting neighborhood locations on each write, we let the application programmer insert “instrumentation hooks” that tell REDSPY when to inspect a neighborhood of locations.

Spatial Redundancy in Memory. For spatial memory redundancy, REDSPY focuses on array type elements. REDSPY knows the data object that any memory access belongs to and the size of the entire object—this is captured by performing a binary analysis on the static data present in the binary and intercepting memory allocation routines such as malloc, calloc, realloc, posix_memalign, and free for dynamically allocated data. REDSPY, however, does not know the size of each array element, e.g., the size of a structure and its fields in an array of structures. Without knowing the size of an element, it is not possible to inspect the neighboring elements. REDSPY relies on explicit user instrumentation to inform the starting address, stride, and size of an element whenever it wants to check for spatial redundancy; the size of the entire array is not necessary. We recommend inserting the hook at the end of a computation phase once all array elements are updated, e.g., after initialization or after a time step.

REDSPY’s spatial analysis scans the entire array of elements and looks for the uniqueness of the values in the array. REDSPY computes the redundancy in an array as the fraction of the number of non-unique values to the total number of elements:

\[ S = \frac{\text{Total elements} - \text{Unique elements}}{\text{Total elements}} \]

After analysis, if S is above a set threshold (20% in our implementation), REDSPY records and reports such redundancies. Similar to temporal redundancy metric, we decompose S into precise and approximate redundancies.
the formation of the same value at the same location. Often, these n contexts are the same, which allows us to specialize our code.

Attributing Register-temporal Redundancies. REDSPY dedicates a set of shadow registers (shadow context registers) each of which maintains the calling context of the last write to each register. Handling aliases in shadow context registers is more involved. We treat AX, EAX, and RAX as single super register. We dedicate a single shadow context register \( C_s \) for a super group. We dedicate one shadow context register \( C_{al} \) for AL and another shadow context register \( C_{ah} \) for AH. If an instruction writes to a super group register, then REDSPY records the calling context in its corresponding shadow context register \( C_s \) and in addition it records the context in \( C_{al} \) and \( C_{ah} \) since updating a super register implicitly updates the other two registers.

If an instruction writes to AL, then REDSPY records the calling context in its corresponding shadow context register \( C_{al} \) and in addition it records the context in \( C_s \) since updating AL implicitly updates the super registers (but not AH). If an instruction writes to AH, then REDSPY records the calling context in its corresponding shadow context register \( C_{ah} \) and in addition it records the context in \( C_s \) since updating AH implicitly updates the super registers. Other aliased registers such as RBX, RCX, and RDX are handled in the same way. With this logic, whenever a redundancy is found while writing to a register, say \( R \), the corresponding context stored in the shadow context register \( C_P \) immediately fetches the previous calling context that had created the same value at the same location. We ignore special cases for multiple different writes combining to form a larger value that becomes redundant since it incurs more bookkeeping and runtime overhead.

Attributing Memory-spatial Redundancies. If the spatial redundancy in a user-chosen hook location is above a threshold, REDSPY records the location of redundancy (the calling context of the hook location) and the data object that exhibits the redundancy along with the number of bytes redundant. The data object will be the name for static objects or the calling context of the allocation site for dynamically allocated objects.

Attributing Register-spatial Redundancies. If the register-spatial redundancy percentages in a register group is above a user-specified threshold (e.g., 20%) at a user specified hook point, REDSPY records the redundancy percentages in each such register group and associates them with the calling context of the hook point.

Sampling for Low Overhead. As a fine-grained analyzer, REDSPY has a relatively high runtime overhead (80× on average). REDSPY adopts a bursty sampling mechanism to further reduce its overhead [50]. Bursty sampling involves continuous monitoring for a certain number of instructions (\( \text{WINDOW\_ENABLE} \)) followed by not monitoring for a certain (larger) number of instructions (\( \text{WINDOW\_DISABLE} \)) and repeating it over time. These two thresholds are tunable. From our experiment, 1% sampling with \( \text{WINDOW\_ENABLE}=1 \) million and \( \text{WINDOW\_DISABLE}=100 \) million yields a good balance between overhead and analysis accuracy. With bursty sampling, REDSPY aggregates the redundancy found only when the sampling is enabled. For example,

\[
\hat{R}_{\text{load}}^\text{precise} = \frac{\sum_{i=0}^{N} \text{non-FP bytes redundantly loaded in sample } i}{\sum_{i=0}^{\text{appx\_load}} \text{non-FP bytes loaded in sample } i}.
\]

\( \hat{R}_{\text{store}}^\text{precise}, \hat{R}_{\text{appx\_store}}^\text{reg}, \hat{R}_{\text{appx\_store}}^\text{ins} \) are analogously defined. We evaluate the sampling accuracy in the next section. Values are not carried over from one interval to the next—shadow registers are cleared at the start of a new monitoring interval.

Start and end of sampling also serve as the points where REDSPY inspects the register spatial redundancies without requiring a user hook.

Handling Parallel Programs. REDSPY works for both multi-threaded and multi-processed executions. REDSPY monitors each thread and process individually without introducing any synchronization and hence its analysis scales perfectly. A post-mortem profile merging phase aggregates metrics in different calling contexts from different threads and processes albeit retaining individual thread’s contribution to identify imbalance, if any.

Presentation. REDSPY apportions redundancy to its contributing context pairs. On program termination, REDSPY sorts the redundancies accumulated in different context pairs and presents them in the order of their contribution. Users, typically, need to inspect only a top few (3-5) redundancy pairs to identify significant causes of inefficiencies, if any.

6. Experiments

We evaluate REDSPY on four platforms: Intel SandyBridge, AMD Opteron, Intel Xeon Phi, and IBM POWER7. Table 1 shows the machine configurations and the compilers used. We evaluate REDSPY on the following programs and benchmarks: SPEC CPU2006 [43] integer and floating-point benchmarks, Rodinia [4] and MineBench [3] parallel benchmark codes, and NWChem-6.3 [44] MPI computational chemistry code. For SPEC CPU2006 we use the reference inputs; for Rodinia and MineBench, we use the default datasets released with the suites. For NWChem, we use the QM-CC aug-cc-pvdz input which spends most cycles in computation. We use profile-guided optimization (PGO) as our baseline so as to detect redundancies remaining only after applying any automatic optimization. An exception is NWChem, which has a complicated build process; hence we use only -O3 for NWChem. We use the same input(s) both for PGO training and testing.

We run every parallel program with four threads (or processes for NWChem) pinned to cores on the same socket,
and average the numbers across all threads (or processes). We do not use the simultaneous multi-threading (SMT) feature. We collect the previously mentioned metrics and profiling overhead in these benchmarks. We also explore the sampling accuracy on a subset of benchmarks.

**Volume of Redundancy.** Figure 1 shows the temporal redundancy observed in the aforementioned benchmark suite on Intel SandyBridge machine compiled with gcc -03 PGO. Each bar with different colors in the figure quantifies the value redundancy and its decomposition in individual programs. The bar of GeoMean over all the benchmarks reveals that among the total bytes written, 4.5% are redundant integer register writes, 4.5% are redundant integer loads, 3% are redundant integer stores, 1.7% are redundant floating-point register writes, 3.4% are redundant floating-point loads, and 2.3% are redundant floating-point stores, resulting in the total value unredundancy as high as 17%.

### Table 1: Machine configurations.

<table>
<thead>
<tr>
<th>Program</th>
<th>Intel-SandyBridge</th>
<th>AMD</th>
<th>Intel-Xeon-Phi</th>
<th>IBM-POWER7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 2: Breakdown of temporal redundant bytes and redundant instructions in different benchmark suites.

<table>
<thead>
<tr>
<th>Program</th>
<th>Fraction</th>
<th>Simplicity</th>
<th>Precision</th>
<th>Approximation</th>
<th>Total</th>
<th>Simplicity</th>
<th>Precision</th>
<th>Approximation</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3: Comparing overhead and redundancy with sampling enabled and disabled. The sampling covers 1% instructions.

<table>
<thead>
<tr>
<th>Program</th>
<th>Overhead</th>
<th>Redundancy</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>w/o sampling</td>
<td>w/ sampling</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2 further breaks down the temporal redundancy in categories. The volume of temporal redundancy is classified into accurate (col 2-8) and approximate (col 9-15). The Fraction column (col 2-4) under precise category shows the percentage breakdowns of data generated within registers (col 2), loaded from memory (col 3), and stored to memory (col 4) via non-floating-point operations. The Fraction column (col 9-11) under approximate category analogously shows the breakdown for floating-point operations. Columns 5, 6, and 7 respectively decompose the observed precise redundancies into R_reg, R_load, R_store, and R_ins components. Column 12, 13, and 15, respectively, decompose the observed approximate redundancies into R_appx, R_load_appx, R_store_appx, and R_ins_appx components. Bold texts summarize the maximum redundancy observed in each benchmark suite.

There are several benchmarks with a high volume of redundancies (e.g., gcc and h264ref). For example, 83% of R_reg in gcc is because of a repeated zero initialization of a large array, which has been well studied elsewhere [14]. We observe that R_store is often higher than R_reg and R_load. R_ins is always lower than the rest since this metric is computed for all instructions without decomposing the contributions from different categories. R_precise is always higher than R_appx in SPEC CPU2006 integer benchmarks compared to the floating-point benchmarks and vice-versa.

h264ref shows 13% load redundancy and 14% store redundancy; NWChem shows 89% store redundancy. We investigate them in the next section. A few benchmarks show high redundant loads; e.g., lavaMD has 26% data generation due to loads of which 84% are redundant loads.

We do not report spatial redundancy because it depends on programmers choosing their hook placement. In §7, we, however, show two case studies, Hotspot and Particle_filter, which have high spatial redundancy.
5× memory overhead, on average. Time overhead is usually high when (1) the redundancy is high since it results in more hash-table updates, or (2) the instruction mix has more SIMD or x87 instructions, which require heavyweight Pin APIs to pass runtime values to REDSPY’s analysis routines.

### 7. Case Studies

In this section, we evaluate a few cases with high value redundancy seen in the previous section, investigate the causes of redundancies, and optimize them. Table 5 overviews the performance improvements after optimizing redundancies seen in several programs on various platforms. For parallel programs (LavaMD, Backprop, HotSpot, and NWChem), we show the improvements when the application is run with all cores on each machine. The machine configurations are the same as shown in Table 1. As before, we use PGO for the baseline code and also for the code after our manual transformations. The training set used for PGO is the same input used for testing in all case studies. We do not apply PGO to NWChem due to its complicated build process.

From Table 5, it is evident that REDSPY can guide exploiting value locality in various programs yielding significant performance gains. In addition to time savings, Table 5 shows energy reduction (measured by RAPL [46] on Intel SandyBridge).

In the following subsections, we elaborate on how we employed REDSPY to identify redundancies in these codes and also discuss our optimization techniques. At the end of this section, we compare the ability of REDSPY with existing software-based redundancy elimination techniques described in §2, including (1) DeadSpy [14], which identifies dead stores, (2) RVN [48], which pinpoints redundant computation via symbolic execution, (3) ParaProx [42], a compiler technique to identify approximate computing opportunities in OpenCL codes, and (4) LLVM-ThinLTO [27], a link-time optimization technique across different compilation units.

---

**Figure 1:** Breakdown of redundant bytes written in different benchmark suites.

**Table 4:** REDSPY’s space and time overheads in the unit of times (×) on SPEC CPU2006 benchmarks.
7.1 SPEC CPU2006 h264ref

h264ref is a reference implementation of the H.264 advanced video coding standard, a sequential C code. REDSPY reports ~39% bytes are loaded from memory to registers, of which 13% are redundant. Figure 2 shows the top pairs with calling contexts involved in the load redundancy. Both contexts happen to be the same location. Listing 4 shows function SetupFastFullPelSearch in file mv-search.c. This surrounding loop nest accounts for 55% of the total running time.

The function pointer PelYline_11 is assigned to either Fastline16Y_11 or UWVLline16Y_11. Both of these functions accept abs_x, img_height, and img_width as their arguments, whose values are loop invariants in the two-level loop nest from Line 417 to 420. Thus, at the call site on line 419, the same values are loaded for usage in the callee resulting in a large number of redundant loads. In addition, there is significant store redundancy because of the same values being written to the stack (not shown).

The compiler fails to eliminate this redundancy since the callee is invoked via a function pointer and the callee routines are not present in the same file.

Despite the cache locality, the redundancy is expensive since most of the time is spent in this loop nest. We eliminate the redundancy by inlining the function calls; we create two loop nests each one with a direct function call instead of using function pointers and move the target functions to the same compilation unit as their call site. This optimization saves 45% cycles and reduces 44% instructions for this loop yielding a 1.34× speedup for the whole program on Intel SandyBridge. The optimization saves 23% power. The improvements observed on other machines is shown in Table 5.

7.2 NWChem

NWChem is a production computational chemistry package from Pacific Northwest National Laboratory, which implements several quantum mechanics and molecular mechanics methods. It is a six-million-line application written primarily in Fortran and C and parallelized with MPI. REDSPY reports that over 50% of memory writes are redundant.

Listing 5 shows the high portion redundancy in routine tce_mo2e_trans with culprit calling context pair in Figure 3. The top redundant memory writes occur in the function call to dfill, which zeroes two arrays work1 and work2. REDSPY reports that most of the redundancy was in initializing the work2 array.

Calls to redundant dfill repeat more than 200K times, resulting in redundantly writing 500GB data. By consulting NWChem developers, we identified that the buffer size was larger than necessary, and the zero initialization was unnecessary, leading to the redundant writes in the same location. Subsequently, NWChem developers eliminated the unnecessary initialization from the code base. Table 5 shows the speedup of the execution is 1.53× after optimization with the gcc compiler on our AMD platform.

## Table 5: Overview of performance improvement guided by REDSPY on different platforms.

<table>
<thead>
<tr>
<th>Redundancy types</th>
<th>Programs</th>
<th>Problematic procedures/loops</th>
<th>Intel SandyBridge</th>
<th>AMD</th>
<th>Xeon Phi</th>
<th>POWER 7</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>WS1</td>
<td>PS1</td>
<td>WS</td>
<td>WS</td>
</tr>
<tr>
<td>Memory Temporal</td>
<td>mv-search.c:loop(394)</td>
<td></td>
<td>1.34×</td>
<td>23%</td>
<td>1.26×</td>
<td>1.27×</td>
</tr>
<tr>
<td></td>
<td>b_trim_adjust_weights</td>
<td></td>
<td>1.01×</td>
<td>13%</td>
<td>1.14×</td>
<td>1.00×</td>
</tr>
<tr>
<td></td>
<td>tce_mo2e_trans.F:240</td>
<td></td>
<td>1.19×</td>
<td>9%</td>
<td>1.53×</td>
<td></td>
</tr>
<tr>
<td>Memory Spatial</td>
<td>particle_filter.c:loop(487)</td>
<td></td>
<td>1.10×</td>
<td>8%</td>
<td>1.04×</td>
<td>1.01×</td>
</tr>
<tr>
<td>Register Temporal</td>
<td>lavaMD</td>
<td></td>
<td>1.50×</td>
<td>37%</td>
<td>1.84×</td>
<td>1.74×</td>
</tr>
<tr>
<td>Spatial Approximation</td>
<td>hotspot</td>
<td></td>
<td>1.21×</td>
<td>69%</td>
<td>1.19×</td>
<td>1.16×</td>
</tr>
</tbody>
</table>

1 WS means whole-program speedup due to redundancy elimination while PS means whole-program power saving.

* NWChem was run only on Intel SandyBridge and AMD without PGO due to its highly complex and laborious installation procedure.

### Listing 4: Temporal redundancy in SetupFastFullPelSearch function in h264ref.

```c
movq 0x18(%rsp), %rdi: SetupFastFullPelSearch:mv-search.c:419
FastFullPelBlockMotionSearch:mv-search.c:963
BlockMotionSearch:mv-search.c:2615
PartitionMotionSearch:mv-search.c:3272
encode_one_macroblock:rdopt.c:3096
code_a_picture:image.c:236
code_a_picture:image.c:236
frame_picture:image.c:798
encode_one_frame:image.c:409
main:lencod.c:413

*************REDUNDANT WITH **************

movq 0x18(%rsp), %rdi: SetupFastFullPelSearch:mv-search.c:419
FastFullPelBlockMotionSearch:mv-search.c:963
BlockMotionSearch:mv-search.c:2615
PartitionMotionSearch:mv-search.c:3272
encode_one_macroblock:rdopt.c:3096
code_a_picture:image.c:236
code_a_picture:image.c:236
frame_picture:image.c:798
encode_one_frame:image.c:409
main:lencod.c:413
```

### Figure 2: A redundancy pair reported in h264ref.
Figure 3: A redundancy pair reported in NWChem.

Listing 5: Temporal redundant memory writes in NWChem.

Listing 6: Temporal redundant function call in lavaMD.

7.4 Rodinia Hotspot

Hotspot estimates processor temperatures based on architectural floorplan and simulated power measurements. REDSPY identifies high approximate spatial value locality in a two-dimensional array temp, which stores the temperature values of processor cell partitions. This array updates the new cell temperatures based on the stencil computation with their neighbor cells, as shown in Listing 7. We placed the instrumentation hook to inspect the temp array outside the nested loop. The spatial redundancy introduced ∼7× runtime overhead. REDSPY pinpoints that all the values in temp are approximately identical, with less than 1% difference between values in adjacent cells.

We employed an approximate computing technique to exploit the spatial value redundancy observed in Hotspot. Instead of performing computation on all the cells of temp, we perform computation on only the first and the middle element. Other cells simply reuse the value computed for one representative element in their halves. The approximation error, quantified by the mean relative error across all the cell values is less than 0.6%. This approximation based on the spatial value locality yields a 2.21× speedup and 69% energy saving for the entire program.

7.5 Rodinia Backprop

Backprop implements backward propagation machine learning algorithm to trains the weights of connecting nodes in a neural network. Backprop is an OpenMP program written in C. The code in Listing 8 shows a top temporal store redundancy identified by REDSPY. The redundancy happens when updating the value new_dw at line 323. This nested loop is accessed twice during the whole execution. During the first visit, the loop iterates 17 times and populates new_dw with non-zero values. However, during the second visit, the total number of loop iterations is over one billion and this time new_dw is always zero. Since adding zero does not change value, the entire array w is always written with the same value (redundancy at line 324).

To avoid redundancy, we execute the update of w[k][j] line 324 conditionally if and only if new_dw is non-zero. This optimization avoids a redundant load, a redundant addition,
for (j = 1; j <= ndelta; j++) {
    for (k = 0; k <= nly; k++) {
        new_du += (ETA * delta[j] * ly[k]) + (MOMENTUM * 
            oldw[k][j]);
        w[k][j] += new_du;
    }
}

Listing 8: Temporal redundant array updating in backprop.

#pragma omp parallel for shared(CDF, Nparticles, xj, yj, u, arrayX, arrayY) private(i, j)
for (j = 0; j < Nparticles; j++){
    i = findIndex(CDF, Nparticles, u[j]);
    if(i == -1)
        i = Nparticles-1;
    xj[j] = arrayX[i];
    yj[j] = arrayY[i];
}

Listing 9: Spatial value locality in Particle_filter.

<table>
<thead>
<tr>
<th>Program</th>
<th>DeadSpy [14]</th>
<th>RedSPY vs. other tools</th>
<th>Paraprox [42]</th>
<th>ThinLTO [27]</th>
</tr>
</thead>
<tbody>
<tr>
<td>464.h264ref</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Partial</td>
</tr>
<tr>
<td>NWChem</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>backprop</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>hotspot</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>lavaMD</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>particlefilter</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 6: RedSPY vs. other tools: whether value redundancies identified by RedSPY can be identified by other tools.

and a redundant store. Our optimization for this loop yields a small speedup (1.01×) but nontrivial energy saving (13%) for the entire program on Intel SandyBridge. On the AMD machine, this optimization yields a 1.14× speedup for the whole program.

7.6 Rodinia Particlefilter

Particle_filter estimates the location of a target object using a Bayesian method. It is an OpenMP program written in C. RedSPY reports high spatial value locality of the array xj and yj in Listing 9. We position the instrumentation hook after this loop, which introduces <12× runtime overhead. RedSPY detects that the index i computed at line 488 seldom changes in consecutive iterations; hence, many elements in xj or yj are assigned to the same value.

To exploit this spatial value locality, we reuse the value of xj[j−1] for xj[j] if i remains the same in these two adjacent iterations. This optimization saves the loads from arrayX, which is randomly accessed over more than 9,000 elements. Hence, saving the loads from this array reduces cache misses. This optimization yields a 1.10× speedup for the entire program.

7.7 Comparison with Other State-of-the-art Tools

Table 6 shows whether the redundancies detected by RedSPY could have been detected by other state-of-the-art tools. DeadSpy and RVN can find redundancy if there are dead writes or symbolic computational equivalence, respectively. DeadSpy can identify the NWChem redundancy since it is a dead write in addition to a redundant write. RVN can identify the redundancy in NWChem and lavaMD since they have a symbolic equivalence. ParaProx can identify and exploit the approximate computing opportunity available in the OpenCL version of hotspot, but not the OpenMP version used in this paper.

Finally, we used LLVM ThinLTO [27] to assess whether link-time optimization (LTO) could have eliminated any of the redundancies found by RedSPY. ThinLTO inlined the indirect function call in 464.h264ref via PGO but introduced a condition check in the loop body resulting in only 8% speedup. RedSPY continued to find redundancies at the same place. Our hand-optimization cloned the loops and hoisted the condition check out of the loops resulting in 45% speedup. All other redundancies are algorithmic in nature and hence not exploitable by compilers even with a global view of the program. In fact, we noticed that sometimes the redundancy fraction increased with ThinLTO; this is because LTO can reduce the number of operations by eliminating some “language and abstraction overheads” but cannot reduce redundant operations arising from algorithmic inefficiencies. Hence, the number of redundant operations relative to the total number of operations increases [8].

8. Conclusions and Future Work

This paper presents RedSPY, a fine-grained profiler that explores value locality during program execution. RedSPY identifies value locality occurring over time in same storage locations (temporal) and in the neighborhood of a storage location (spatial). RedSPY tracks redundancies occurring in both memory and registers. RedSPY pinpoints the causes of redundancies by annotating the calling context pairs where redundancies frequently occur. Furthermore, RedSPY incorporates techniques to recognize when floating-point values are approximately the same, thus offering new venues to tune code for approximate computations.

RedSPY incurs a modest runtime and memory overhead making it practical to track execution-wide redundancies in complex and long-running parallel programs. Guided by RedSPY, with little effort, we were able to obtain significant speedup in many important, complex codes bases unfamiliar to us. The optimizations we developed to exploit value locality are architecture independent and demonstrate their benefits on several micro architectures.

Our future work involves (1) backward slicing from the provenance of redundancy to explore the entire sequence of wasteful operations ending in a redundancy, (2) exploring inter-thread value redundancy, and (3) designing a GUI for RedSPY to ease data interpretation.
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